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1 Introductory Concepts
Error analysis in finite-element methods requires slightly more mathematical concepts than error analysis
in finite-difference and finite-volume methods. In the lastmentioned two methods, one typically uses Taylor
polynomials to arrive at local discretisation (truncation) errors for the difference formulas to approximate
derivatives. Subsequently one uses stability of the finite difference approach through analysis of the norm
of the inverse of the discretisation matrix (by the use of eigenvalues of the discretisation matrix, if this
matrix is symmetric), which in particular, amounts to

There is a K > 0 such that ||A−1|| ≤ K as the gridsize tends to zero (stability)

to demonstrate that the finite difference approximation converges according to the order of accuracy of the
approximation of the derivatives by the difference formulas. This was analysed in the course Numerical
Methods I, see Vuik et al [1].

In this manuscript, some elementary error bounds for finite-element methods are established. Practical
implementation of the finite-element method is discussed in van Kan et al [2]. Since this text only aims
at providing the idea how apriori finite-element error analysis is carried out, only error estimates for the
Poisson equation are considered. Furthermore, the proof of the upper bound for the interpolation error
will only be provided for the one-dimensional case. Since finite-element solutions are sought in function
spaces, we will estimate finite-element errors in these spaces. Therefore, we start with introducing some
mathematical concepts that we will need in the derivations. First, we start with function spaces.

Definition 1 We introduce the following concepts:

1. A function space is a set of functions between two fixed sets.

2. A Banach space is a complete, normed space.

3. An Hilbert space is a Banach space with an inner product induced norm.

4. Let Ω⊂ Rd , the space of square integrable functions (L2–integrable) is defined by

L2(Ω) := { f : Ω→ R :
∫

Ω

f 2dΩ is finite}.

5. Associated with this space, the L2–norm is defined by

|| f ||L2(Ω) :=
[∫

Ω

f 2dΩ

]1/2

.

It will be necessary to understand the notion of an L2–space and norm. The function space L2(Ω) with its
norm is a Hilbert space. We use the following recursive convention for Hilbert spaces with (higher-order)
partial derivatives of functions:

H0(Ω) := L2(Ω),

H p(Ω) :=
{

f ∈ H p−1(Ω) : Dp f ∈ L2(Ω)}, for p ∈ N\{0
}
,

(1)
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where in Rd , we have the multi-indexed derivative

Dpu =

{
∂ pu

∂xq1
1 . . .∂xqd

d
, where (q1, . . . ,qd) ∈ {0, . . . , p}d :

d

∑
i=1

qi = p

}
.

Note that the above convention differs slightly from the classical convention of multi-indexed derivatives.
The above definition implies that the H1(Ω) Hilbert space is defined by

H1(Ω) :=
{

f ∈ L2(Ω) :
∂ f
∂x

,
∂ f
∂y
∈ L2(Ω)

}
,

where Ω⊂ R2. This is an important Hilbert space that will be used extensively in this manuscript.

Further, the Hilbert space H p(Ω) is associated with the H p–norm, which is defined by

||u||2H p(Ω) := ||u||2H p−1(Ω)+ ∑
{(q1,...,qd)∈{0,...,p}d : ∑

d
i=1 qi=p}

|| ∂ pu
∂xq1

1 . . .∂xqd
d
||2L2(Ω), with ||u||H0(Ω) := ||u||L2(Ω).

In finite-element language, these Hilbert spaces are also commonly referred to as Sobolev spaces, which
merely represent a generalization of Hilbert spaces regarding different norms, such as p-Hölder norms. At
this stage we will not consider this generalization, and use the words Sobolev spaces and Hilbert spaces
interchangeably. From the above formalization, it follows that

||u||2H1(Ω) =
∫

Ω

u2 + ||∇u||2 dΩ =
∫

Ω

u2 + ∑
j∈{1,...,d}

(
∂u
∂x j

)2

dΩ, in Rd .

This is an important norm. We also consider semi-norms like

|u|2H p(Ω) := ∑
{(q1,...,qd)∈{0,...,p}d : ∑

d
i=1 qi=p}

|| ∂ pu
∂xq1

1 . . .∂xqd
d
||2L2(Ω), hence |u|2H1(Ω) =

∫
Ω

∑
j∈{1,...,d}

(
∂u
∂x j

)2

dΩ.

Note that norms are characterized by ||.|| ≥ 0, the Triangle Inequality, ||αu|| = |α|||u||, and by ||u|| =
0⇐⇒ u = 0. A semi norm does not satisfy the last requirement, that is: There may exist u 6= 0 such that
|u|= 0.

We note that in order to understand the derivation of the finite-element error in one dimension, it is not
necessary to understand the notion of multi-indexed derivatives.

2 The Principle of the Galerkin Finite-Element Method
The finite-element method is most commonly derived by the use of a weak formulation, where the solution
is sought in a Hilbert space. To get the idea, let Ω⊂ Rd be an open domain bounded by piecewise smooth
boundary Γ, in which we solve the following problem

−∆u = f (x), x ∈Ω,

u = g(x), x ∈ Γ.
(2)

Here ∆u = ∇ ·∇u = div grad u represents the Laplace operator. If f ∈C(Ω) ( f is continuous over Ω) and
g ∈C(Γ), then existence and uniqueness of u ∈C2(Ω)∩C0(Ω) (u has continuous second-order derivatives
in Ω, and Ω denotes the closure of Ω, hence Ω = Ω∪Γ) can be demonstrated. The weak form, also known
as the finite-element form, is obtained by multiplication of the above partial differential equation (PDE) by
a test function φ(x) and integration over the domain of computation Ω, which results into

−
∫

Ω

φ∆u dΩ =
∫

Ω

φ f dΩ. (3)
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The above integral exists if φ , ∆u, f ∈ L2(Ω), or more formally if u ∈ H2(Ω). These continuity require-
ments for the solution, in fact, are already somewhat weaker than for the original PDE. We will weaken the
smoothness requirements further by applying the Product Rule for differentiation on equation (3), to arrive
at

−
∫

Ω

∇ · (φ∇u)−∇φ ·∇u dΩ =
∫

Ω

φ f dΩ. (4)

The first term in the left-hand side is treated by Gauß’ Theorem to arrive at

−
∫

Γ

n · (φ∇u) dΓ+
∫

Ω

∇φ ·∇u dΩ =
∫

Ω

φ f dΩ. (5)

Since we have a Dirichlet boundary condition on Γ, we choose φ = 0 on Γ to get rid of the boundary term,
to arrive at the following weak formulation:

Find u ∈ H1
g (Ω), such that for all φ ∈ H1

0 (Ω), we have
∫

Ω

∇φ ·∇u dΩ =
∫

Ω

φ f dΩ,

where H1
g (Ω) := {u ∈ H1(Ω) | u = g(x) on Γ}, and H1

0 (Ω) := {u ∈ H1(Ω) | u = 0 on Γ}.
(6)

Now the solution is sought in (a subset of) the Hilbert space H1(Ω), which requires derivates of u to be
square-integrable, rather than requiring C2-continuity globally. Therefore, equation (6) is referred to as a
weak formulation of boundary value problem (2). Since we are searching finite-element solution in H1,
which is a Hilbert space, we will estimate the finite-element error in Hilbert spaces such as the L2–norm.
Formally, the left-hand side in the above integral, represents a bilinear form, defined by

a(u,φ) :=
∫

Ω

∇u ·∇φ dΩ, (7)

it is easy to see that a(., .) is linear in both arguments. Further, we define

(φ , f ) :=
∫

Ω

φ f dΩ. (8)

Then the weak form amounts to:

Find u ∈ H1
g (Ω), such that for all φ ∈ H1

0 (Ω), we have a(u,φ) = (φ , f ). (9)

The finite-element approximation is constructed by dividing the domain Ω into a mesh, with grid points
{x j}, and elements {ek}, which are all engaged to its specific set of grid points. In the Lagrangian finite-
element frameworks, the basis functions are piecewise smooth or continuous Lagrangian interpolatory
polynomials defined over each element, such that

φi(x j) = δi j =

{
1, i = j,
0, i 6= j.

For the sake of simplicity, we set g(x) = 0 on Γ and hence φi = 0 on Γ. The general case is dealt with
in a straightforward way using a homogenization argument. Hence the finite-element solution is sought in
Vh(Ω) := Span{φi}n

i=1 ⊂V (Ω) := H1
0 (Ω), where we write the finite-element approximation by

u(x)≈ uh(x) =
n

∑
j=1

c jφ j(x),

and for the test function, we choose φh ∈Vh(Ω). In other words, the discrete weak form becomes:

Find uh ∈Vh(Ω), such that for all φh ∈Vh(Ω), we have a(uh,φh) = (φh, f ). (10)

Since Vh(Ω)⊂V (Ω), we can naturally ’test’ the continuous weak form by all functions in Vh(Ω):

Find u ∈V (Ω), such that for all φh ∈Vh(Ω), we have a(u,φh) = (φh, f ). (11)
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Subtraction of the last two forms, yields the following orthogonality relation for the finite-element error
u−uh:

a(uh−u,φh) = 0, for all φh ∈Vh(Ω). (12)

This relation states that the difference between the finite-element approximation, uh and the (exact) solu-
tion, u, is in a sense orthogonal to the test space Vh(Ω). This orthogonality relation is crucially important
in the further estimates that we will make, and this result is valid for general bilinear forms. Suppose that
a given bilinear form satisfies the following requirements in V (Ω):

1. a(., ,) is continuous (or bounded) in V (Ω), that is:

There is a K > 0 such that |a(u,φ)| ≤ K||u||V (Ω)||φ ||V (Ω) for all u, φ ∈V (Ω);

2. a(., .) is coercive (or strongly elliptic) in V (Ω), that is:

There is a α > 0 such that a(u,u)≥ α||u||2V (Ω), for all u ∈V (Ω).

Going back to our bilinear form, then one can demonstrate Poincaré’s (Lax-Friedrichs) Inequality, which
says that there is a β > 0 such that∫

Ω

||∇u||2 dΩ = ||∇u||2L2(Ω) ≥ β ||u||2L2(Ω) =
∫

Ω

u2 dΩ.

This implies that

||u||2H1(Ω) =
∫

Ω

u2 + ||∇u||2 dΩ≤
(

1
β
+1
)∫

Ω

||∇u||2 dΩ =

(
1
β
+1
)

a(u,u)

⇐⇒ a(u,u)≥ β

1+β
||u||2H1(Ω) = α||u||2H1(Ω), where α :=

β

1+β
.

Since β > 0 , we have α > 0 since and remember that we had a(u,u) =
∫

Ω
||∇u||2 dΩ. The inequality

by Cauchy-Schwartz immediately gives boundedness (or continuity) of this symmetric (that is a(u,φ) =
a(φ ,u)) bilinear form a(u,φ) =

∫
Ω

∇u ·∇φ dΩ. It can be proved that all symmetric bilinear forms are
bounded.

Hence, the two properties are satisfied by the current choice of bilinear form on the function space H1
0 (Ω).

For the sake of finite-element error, one often considers the energy norm of the solution. The energy norm
is defined by

Definition 2 Given u ∈ H1(Ω), then the energy norm is defined by

||u||E(Ω) :=
[∫

Ω

||∇u||2dΩ

]1/2

.

Note that if u = 0 on boundary Γ, then the energy norm defines a proper norm. Next, we consider the
energy-norm of the error for the chosen problem, and choose any ũh ∈Vh(Ω), then for the energy norm of
the finite-element error, we get

||u−uh||2E(Ω) =
∫

Ω

||∇(u−uh)||2 dΩ = a(u−uh,u−uh) = a(u−uh,u− ũh + ũh−uh) =

a(u−uh,u− ũh)+a(u−uh, ũh−uh) = a(u−uh,u− ũh)≤ ||u−uh||E(Ω) · ||u− ũh||E(Ω).

(13)

Note that the boundary condition u = 0 on Γ implies that the energy norm is a proper norm. The above
relation implies that

||u−uh||E(Ω) ≤ ||u− ũh||E(Ω), for all ũh ∈Vh(Ω). (14)
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This can be formalized in Céa’s Lemma:

Lemma 1 Céa’s Lemma: Let u ∈ H1
0 (Ω) satisfy∫

Ω

∇u ·∇φdΩ =
∫

Ω

φ f dΩ, for all φ ∈ H1
0 (Ω),

let Vh(Ω) be a finite dimensional subset of H1
0 (Ω), and let uh ∈Vh(Ω) satisfy∫

Ω

∇uh ·∇φhdΩ =
∫

Ω

φh f dΩ, for all φh ∈Vh(Ω),

and let ||u||2E(Ω) :=
∫

Ω
||∇u||2dΩ, then

||u−uh||E(Ω) ≤ ||u− ũh||E(Ω), for all ũh ∈Vh(Ω).

This lemma implies that the energy norm of the finite element solution uh is estimated from above by the en-
ergy norm of the interpolatory approximation of the exact solution u. Hence, in order to prove convergence
of the finite element solution, it is sufficient to prove convergence of the interpolatory approximation of the
exact solution. Further, the conditions in this lemma (as well as continuity of the right-hand side, which
is satisfied if f ∈ L2(Ω), because then one gets |

∫
Ω

φ f dΩ| ≤ ||φ ||L2(Ω)|| f ||L2(Ω) ≤ 1√
α
||φ ||H1(Ω)|| f ||L2(Ω)

) are also satisfied in Lax-Milgram’s Lemma (or the Riesz Representation Theorem) for existence and
uniqueness of solutions to variational problems.

3 Convergence of the Interpolary Approximation in the Energy Norm
In this section, we will prove convergence in the energy norm of the one-dimensional interpolatory ap-
proximation of the exact solution. To this extent, we first introduce and prove Taylor’s Theorem with the
integral representation of the error:

Theorem 1 Let f ∈ H p(I) where I = (α,β ) α < β , let a ∈ I, then for all x ∈ I we have

f (x) = f (a)+(x−a) f ′(a)+ . . .+
(x−a)p

p!
f (p)(a)+

1
p!

∫ x

a
(x− s)p f (p+1)(s)ds. (15)

Proof: We proceed by Mathematical Induction. For p = 0, the above equation (15) gives

f (x) = f (a)+
∫ x

a
f ′(s)ds = f (a)+ f (x)− f (a) = f (x),

hence the equation works for p= 0. Next we use equation (15), which we have to use to prove the following
Induction Hypothesis:

f (x) = f (a)+(x−a) f ′(a)+ . . .+
(x−a)p+1

(p+1)!
f (p+1)(a)+

1
(p+1)!

∫ x

a
(x− s)p+1 f (p+2)(s)ds. (16)

Taking the integral error term in the Induction Hypothesis (16), gives using Integration by Parts

1
(p+1)!

∫ x

a
(x− s)p+1 f (p+2)(s)ds =

1
(p+1)!

[
(x− s)p+1 f (p+1)(s)

]x

a
+
∫ a

x

1
p!
(x− s)p f (p)(s)ds =

− 1
(p+1)!

(x−a)p+1 f (p+1)(a)+
∫ a

x

1
p!
(x− s)p f (p)(s)ds.
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Using equation (15) for the integral term in the above equation, shows, after some rearrangement, that the
Induction Hypothesis (16) is satisfied. This proves the assertion. �

The above theorem is pivotal in expressing the interpolatory error in terms of the L2–norm of the second
derivative of the function that is to be interpolated. Consider xk−1 < x < xk, xk−1 < xk, then the linear
interpolant of f (x) on [xk−1,xk] is given by

fh(s) = f (xk−1)
s− xk

xk−1− xk
+ f (xk)

s− xk−1

xk− xk−1
, s ∈ [xk−1,xk],

using Taylor’s Theorem for p = 1 (linearization around x), gives

fh(s) =
s− xk

xk−1− xk
( f (x)+(xk−1− x) f ′(x)+

∫ xk−1

x
(xk−1− t) f ′′(t)dt)+

s− xk−1

xk− xk−1
( f (x)+(xk− x) f ′(x)+

∫ xk

x
(xk− t) f ′′(t)dt).

(17)

Chosing s = x, gives, see Assignment,

fh(x) = f (x)+
x− xk

xk−1− xk

∫ xk−1

x
(xk−1− t) f ′′(t)dt +

x− xk−1

xk− xk−1

∫ xk

x
(xk− t) f ′′(t)dt. (18)

Assignment 1 Show that upon setting s = x, equation (17) can be written as equation (18).

This relation can be used to demonstrate that the error becomes of second order, however, due to Céa’s
Lemma, we are only interested in the interpolatory error of the L2–norm of the derivative. Differentiation
of equation (17) with respect to s gives

f ′h(s) = f ′(x)+
∫ xk−1

x

xk−1− t
xk−1− xk

f ′′(t)dt +
∫ xk

x

xk− t
xk− xk−1

f ′′(t)dt. (19)

Assignment 2 Show that differentiation of equation (17) with respect to s implies equation (19).

Since | xk−1−t
xk−1−xk

| ≤ 1 and | xk−t
xk−xk−1

| ≤ 1 for t ∈ [xk−1,xk], the above equation implies

0≤ | f ′h(s)− f ′(x)| ≤
∫ xk

xk−1

| f ′′(t)|dt ≤
√
(xk− xk−1)

[∫ xk

xk−1

( f ′′(t))2dt
]1/2

.

The latest inequality results from application of Cauchy-Schwartz’ Inequality. Hence, integration over the
interval (xk−1,xk) gives

0≤
∫ xk

xk−1

| f ′h(s)− f ′(x)|2dx≤ (xk− xk−1)
2
∫ xk

xk−1

( f ′′(t))2dt.

We summarize the result in the following theorem:

Theorem 2 Given xk−1 < xk, and let f ∈ H2(xk−1,xk), and let x ∈ [xk−1,xk] and

fh(x) = f (xk−1)
x− xk

xk−1− xk
+ f (xk)

x− xk−1

xk− xk−1
,

then we have
0≤

∫ xk

xk−1

| f ′h(s)− f ′(x)|2dx≤ (xk− xk−1)
2
∫ xk

xk−1

( f ′′(t))2dt.
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Suppose we are dealing with an interval (a,b) that is divided into subintervals a = x0 < x1 < .. . < xk−1 <
xk < .. . < xn = b. Then, assuming that f ∈ H2(a,b), Theorem 2 implies that

0≤
∫ b

a
| f ′h(s)− f ′(x)|2dx =

n

∑
k=1

∫ xk

xk−1

| f ′h(s)− f ′(x)|2dx≤

n

∑
k=1

(xk− xk−1)
2
∫ xk

xk−1

( f ′′(t))2dt ≤ h2
n

∑
k=1

∫ xk

xk−1

( f ′′(t))2dt = h2
∫ b

a
( f ′′(t))2dt,

where h := max
k∈{1,...,n}

(xk− xk−1). This implies that (note that the square root should be taken for the norm)

0≤ || f ′h− f ′||L2(a,b) ≤ h|| f ′′||L2(a,b).

We formalize this result in the following theorem:

Theorem 3 Let f ∈H2(a,b), given a= x0 < x1 < .. . < xk−1 < xk < .. . < xn = b, and let fh be the piecewise
linear interpolation of f, such that

fh(x) = f (xk−1)
x− xk

xk−1− xk
+ f (xk)

x− xk−1

xk− xk−1
, for xk−1 ≤ x≤ xk,

and let h := max
k∈{1,...,n}

(xk− xk−1), then we have

0≤ || f ′h− f ′||L2(a,b) ≤ h|| f ′′||L2(a,b).

This result can be similarly extended in a straightforward way to higher-order (p–th order) interpolation
and to higher dimensionality. In general, one can write

Theorem 4 Let p ∈ {1,2, . . .} and f ∈ H p+1(Ω), and let fh be the Lagrangian interpolation of f over a
discrete representation of the bounded region Ω ⊂ Rd with nodal points {xk}, such that fh represents a
p–th order interpolation of f using ne elements and let h be the maximum diameter of all elements in Ω,
then we have

0≤ ||∇( fh− f )||L2(Ω) ≤ hp| f |H p+1(Ω).

Proof: Proof will be given in future version. �

Theorems 3 and 4 are special cases of the Bramble–Hilbert Lemma, and state that the energy norm of the
interpolant is bounded and converges to zero linearly as h −→ 0 for linear interpolation (Theorem 3) and
with order p for p–order interpolation (Theorem 4). We saw from Céa’s Lemma that the energy norm of
the finite-element error is bounded from above by the energynorm of the Interpolatory error. Hence, the
finite-element solution converges in the energy norm, this is summarised in the following theorem:
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Theorem 5 Let p∈ {1,2, . . .} and f ∈H p+1(Ω) and let Ω⊂Rd be bounded by (piecewise) smooth bound-
ary Γ, and suppose that

u ∈ H1
0 (Ω), such that for all φ ∈ H1

0 (Ω), we have
∫

Ω

∇φ ·∇u dΩ =
∫

Ω

φ f dΩ,
(20)

and let uh be the finite element solution with piecewise p–th order interpolation Lagrangian basis functions
and let h be the maximum diameter of all elements in Ω, then we have

0≤ ||∇(uh−u)||L2(Ω) ≤ hp| f |H p+1(Ω).

Note that with the given boundary condition, this implies with Poincaré’s Inequality that ||u−uh||L2(Ω)→ 0
as h→ 0, and in principle, Poincaré’s Inequality suggests that the finite-element method converges in the
L2–norm with at least an order p if p–th order basis functions are used. In the next section, we will analyse
the actual convergence behaviour in the L2–norm and we will see that convergence will be of order p+1.

4 The L2–Norm of the Error
In the previous section, we demonstrated convergence in the energy norm of the finite element error. Next,
we demonstrate convergence of the error in the L2–norm. The analysis is done by the use of Nitsche’s trick.
We consider finite element solution of the problem

−∆u = f , in Ω,

u = 0, on Γ.

The idea of Nitsche’s trick is to consider w, which solves

−∆w = u−uh, in Ω,

w = 0, on Γ.

Note that the right-hand side of the above partial differential equation represents the finite-element error.
The weak form for w is given by

Find w ∈ H1
0 (Ω) such that

∫
Ω

∇w ·∇φdΩ =
∫

Ω

φ(u−uh)dΩ, for all φ ∈ H1
0 (Ω).

Let wh ∈Vh(Ω) where Vh(Ω)⊂ H1
0 (Ω) is a finite dimensional subset, then

Find wh ∈Vh(Ω) such that
∫

Ω

∇wh ·∇φhdΩ =
∫

Ω

φh(u−uh)dΩ, for all φh ∈Vh(Ω).

Choose φh = u−uh in the weak form for w, then one obtains

0≤
∫

Ω

(u−uh)
2dΩ =

∫
Ω

∇w ·∇(u−uh)dΩ =
∫

Ω

∇(w−wh) ·∇(u−uh)dΩ. (21)

The last step follows because wh ∈ Vh(Ω) and because of orthogonality relation equation (12). For the
sake of illustration, we consider linear elements. Higher order elements can be dealt with analogously. For
linear elements, we have the following errors (see Theorem 5 with p = 1) for the energy norms of w and u,
respectively:

There is a C > 0 such that

||w−wh||E(Ω) = ||∇(w−wh)||L2(Ω) ≤Ch||u−uh||L2(Ω), and

||u−uh||E(Ω) = ||∇(u−uh)||L2(Ω) ≤Ch|| f ||L2(Ω).
(22)
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Using Cauchy-Schwartz on equation (21) and subsequent combination with inequality (22), gives

0≤
∫

Ω

(u−uh)
2dΩ = ||u−uh||2L2(Ω) =

∫
Ω

∇(w−wh) ·∇(u−uh)dΩ≤

||∇(w−wh)||L2(Ω)||∇(u−uh)||L2(Ω) ≤Ch||u−uh||L2(Ω)Ch|| f ||L2(Ω).

(23)

Division by ||u−uh||L2(Ω) immediately implies that there is a K > 0 such that

0≤ ||u−uh||L2(Ω) ≤ Kh2|| f ||L2(Ω). (24)

We summarize this result in the following theorem:

Theorem 6 Let f ∈ L2(Ω) and let Ω⊂ Rd be bounded by polygonal boundary Γ, and suppose that

u ∈ H1
0 (Ω), such that for all φ ∈ H1

0 (Ω), we have
∫

Ω

∇φ ·∇u dΩ =
∫

Ω

φ f dΩ,
(25)

and let uh be the finite element solution with piecewise linear elements, then there is a K > 0 such that

0≤ ||u−uh||L2(Ω) ≤ Kh2|| f ||L2(Ω). (26)

We can also extend this theorem to general degree of finite element approximations:

Theorem 7 Let u ∈ H p+1(Ω) and let Ω⊂ Rd be bounded by piecewise smooth boundary Γ, and suppose
that

u ∈ H1
0 (Ω), such that for all φ ∈ H1

0 (Ω), we have
∫

Ω

∇φ ·∇u dΩ =
∫

Ω

φ f dΩ,
(27)

and let uh be the finite element solution with piecewise p-th order basis functions, then there is a K > 0
such that

0≤ ||u−uh||L2(Ω) ≤ Khp+1||Dp+1u||L2(Ω). (28)

We note that this text has not treated the errors that may appear if one approximates a (piecewise) smooth
boundary by polygons (for p = 1) or by Lagrangian interpolation functions of order p, where p also rep-
resents the order of the basis functions by which the solution is spanned. This contribution will give an
additional error of the same order as the error that we get from approximating the solution by interpolation
functions. The proof of this fact is very technical.

Further, in order for the error bound to be valid, it is needed that the right-hand side function f ∈ L2(Ω).
If this is not satisfied, then the current error bound analysis breaks down. Sometimes, convergence with a
lower error bound can be demonstrated, or even convergence in the norm of a different Sobolev space (so
not in a Hilbert space), for instance in W 1,1(Ω), which is given by

W 1,1(Ω) :=
{

f ∈ L1(Ω) :
∂ f
∂x

,
∂ f
∂y
∈ L1(Ω)

}
,

where

L1(Ω) =

{
f : Ω→ R :

∫
Ω

| f |dΩ is finite.
}

This very interesting, but complicated, convergence analysis is beyond the scope of this version of this
manuscript. More theory on the error analysis of finite-element methods with Dirac Delta functions can be
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found in the studies by Scott [3] and Bertoluzza [4] among many other studies.

For cases in which the differential operator is symmetric and positive definite, such as for

−∆u+λu = f (x), x ∈Ω,

u = g(x), x ∈ Γ,

where λ ≥ 0, the analysis is entirely analogous except for some straightforward technicalities. In the case
of nonsymmetric differential operators, such as in the convection-diffusion equation

−∆u+q ·∇u+λu = f (x), x ∈Ω,

u = g(x), x ∈ Γ1,

n ·∇u = 0, x ∈ Γ2,

the convergence analysis becomes somewhat more complicated. Here one uses the adjoint operator in
Nitsche’s trick for estimation of the L2–norm of the finite-element error. Existence and uniqueness of the
weak solution in H1 for the case that q ·n≥ 0 (that is an outflow boundary) is demonstrated by the use of
Lax-Milgram’s Lemma. Some of the finite-element convergence analysis can be done in the assignments.

In general, more information regarding finite-element error analysis can be found in the books by, among
many others, Brenner & Scott [5] and in Braess [6] for solid mechanics and saddle point problems. We
note that there are many more references that treat convergence theory of finite element methods.

Assignment 3 Given any continuous, coercive nonsymmetric bilinear form a(u,v) for a(u,v), u,v∈V (Ω).
Let u be solution to

Find u ∈V (Ω), such that for all φ ∈V (Ω), we have a(u,φ) = (φ , f ),

and let Vh(Ω) ⊂ V (Ω) be a finite dimensional (that is, the finite-element space) subspace, for which we
have

Find uh ∈Vh(Ω), such that for all φh ∈Vh(Ω), we have a(uh,φh) = (φh, f ).

Use
There is a K > 0 such that |a(u,v)| ≤ K||u||V ||v||V for all u,v ∈V (continuity);

There is a γ > 0 such that a(u,u)≥C||u||2V for all u ∈V (coerciveness).

to prove Céa’s Lemma:

||u−uh||V ≤
K
γ
||u− vh||V .

Remark: Note that a(u,v) 6= a(v,u) for a nonsymmetric bilinear form.

Assignment 4 Consider the linear diffusion-reaction equation, take for simplicity

−∆u+λu = f (x), x ∈Ω,

u = 0, x ∈ Γ,

where λ ≥ 0,
(a) use Nitsche’s trick that for linear elements, to arrive at

||u−uh||L2(Ω) ≤ Kh2.

(b) do the same for quadratic elements, to arrive at

||u−uh||L2(Ω) ≤ Kh3.

Hint: Make use of the results from Assignment 3 and Theorem 4.
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Assignment 5 Consider the linear convection-diffusion-reaction equation, take for simplicity

−∆u+q ·∇u+λu = f (x), x ∈Ω,

u = 0, x ∈ Γ1,

n ·∇u = 0, x ∈ Γ2,

where λ ≥ 0, use Nitsche’s trick with the adjoint differential operator (if a(u,φ) is the associated bilinear
corresponding to the linear differential operator, then a(φ ,u) is its adjoint) that for linear elements, to
arrive at

||u−uh||L2(Ω) ≤ Kh2.

Hint: Make use of the results from Assignment 3 and Theorem 4.
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